
M A N N I N G

Nina Zumel
John Mount
      FOREWORD

Jeremy Howard
Rachel Thomas

SECOND EDITION



 
 

Practical Data Science with R
 
 
 

The lifecycle of a data science project: loops within loops

What problem
am I solving?

What information
do I need?

Find patterns in
the data that lead

to solutions.

Does the model
solve my problem?

Deploy the model
to solve the problem

in the real world.

Collect &
manage

data

Build the
model

Evaluate
& critique

model

Present
results &
document

Deploy
model

Establish that I can
solve the problem,

and how.

Define the
goal

Licensed to Ajit de Silva <agdesilva@gmail.com>



Praise for the First Edition

Clear and succinct, this book provides the first hands-on map of the fertile ground 
between business acumen, statistics, and machine learning.

—Dwight Barry, 
Group Health Cooperative

This is the book that I wish was available when I was first learning Data Science.  The 
author presents a thorough and well-organized approach to the mechanics and mastery 
of Data Science, which is a conglomeration of statistics, data analysis, and computer 
science.

—Justin Fister, AI researcher, 
PaperRater.com

The most comprehensive content I have seen on Data Science with R.
—Romit Singhai, SGI

Covers the process end to end, from data exploration to modeling to delivering the 
results.

—Nezih Yigitbasi,
Intel 

Full of useful gems for both aspiring and experienced data scientists.
—Fred Rahmanian, 

Siemens Healthcare 

Hands-on data analysis with real-world examples. Highly recommended.
—Dr. Kostas Passadis, 

IPTO 

In working through the book, one gets the impression of being guided by knowledgeable 
and experienced professionals who are holding nothing back.

                                                                —Amazon reader
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foreword
Practical Data Science with R, Second Edition, is a hands-on guide to data science, with a
focus on techniques for working with structured or tabular data, using the R language
and statistical packages. The book emphasizes machine learning, but is unique in the
number of chapters it devotes to topics such as the role of the data scientist in proj-
ects, managing results, and even designing presentations. In addition to working out
how to code up models, the book shares how to collaborate with diverse teams, how to
translate business goals into metrics, and how to organize work and reports. If you
want to learn how to use R to work as a data scientist, get this book.

 We have known Nina Zumel and John Mount for a number of years. We have
invited them to teach with us at Singularity University. They are two of the best data sci-
entists we know. We regularly recommend their original research on cross-validation
and impact coding (also called target encoding). In fact, chapter 8 of Practical Data Sci-
ence with R teaches the theory of impact coding and uses it through the author’s own R
package: vtreat.

 Practical Data Science with R takes the time to describe what data science is, and how
a data scientist solves problems and explains their work. It includes careful descriptions
of classic supervised learning methods, such as linear and logistic regression. We liked
the survey style of the book and extensively worked examples using contest-winning
methodologies and packages such as random forests and xgboost. The book is full of
useful, shared experience and practical advice. We notice they even include our own
trick of using random forest variable importance for initial variable screening.

 Overall, this is a great book, and we highly recommend it.
 —JEREMY HOWARD 

AND RACHEL THOMAS
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preface
This is the book we wish we’d had as we were teaching ourselves that collection of sub-
jects and skills that has come to be referred to as data science. It’s the book that we’d
like to hand out to our clients and peers. Its purpose is to explain the relevant parts of
statistics, computer science, and machine learning that are crucial to data science.

 Data science draws on tools from the empirical sciences, statistics, reporting, ana-
lytics, visualization, business intelligence, expert systems, machine learning, databases,
data warehousing, data mining, and big data. It’s because we have so many tools that
we need a discipline that covers them all. What distinguishes data science itself from
the tools and techniques is the central goal of deploying effective decision-making
models to a production environment.

 Our goal is to present data science from a pragmatic, practice-oriented viewpoint.
We work toward this end by concentrating on fully worked exercises on real data—
altogether, this book works through over 10 significant datasets. We feel that this
approach allows us to illustrate what we really want to teach and to demonstrate all the
preparatory steps necessary in any real-world project.

 Throughout our text, we discuss useful statistical and machine learning concepts,
include concrete code examples, and explore partnering with and presenting to non-
specialists. If perhaps you don’t find one of these topics novel, we hope to shine a light
on one or two other topics that you may not have thought about recently.

Licensed to Ajit de Silva <agdesilva@gmail.com>



xvii

acknowledgments
We wish to thank our colleagues and others who read and commented on our early
chapter drafts. Special appreciation goes to our reviewers: Charles C. Earl, Christopher
Kardell, David Meza, Domingo Salazar, Doug Sparling, James Black, John MacKintosh,
Owen Morris, Pascal Barbedo, Robert Samohyl, and Taylor Dolezal. Their comments,
questions, and corrections have greatly improved this book. We especially would like to
thank our development editor, Dustin Archibald, and Cynthia Kane, who worked on
the first edition, for their ideas and support. The same thanks go to Nichole Beard,
Benjamin Berg, Rachael Herbert, Katie Tennant, Lori Weidert, Cheryl Weisman, and
all the other editors who worked hard to make this a great book.

 In addition, we thank our colleague David Steier, Professor Doug Tygar from UC
Berkeley’s School of Information Science, Professor Robert K. Kuzoff from
the Departments of Biological Sciences and Computer Science at the University of
Wisconsin-Whitewater, as well as all the other faculty and instructors who have used
this book as a teaching text. We thank Jim Porzak, Joseph Rickert, and Alan Miller for
inviting us to speak at the R users groups, often on topics that we cover in this book.
We especially thank Jim Porzak for having written the foreword to the first edition,
and for being an enthusiastic advocate of our book. On days when we were tired and
discouraged and wondered why we had set ourselves to this task, his interest helped
remind us that there’s a need for what we’re offering and the way we’re offering it.
Without this encouragement, completing this book would have been much harder.
Also, we’d like to thank Jeremy Howard and Rachel Thomas for writing the new fore-
word, inviting us to speak, and providing their strong support.

Licensed to Ajit de Silva <agdesilva@gmail.com>



xviii

about this book
This book is about data science: a field that uses results from statistics, machine learn-
ing, and computer science to create predictive models. Because of the broad nature of
data science, it’s important to discuss it a bit and to outline the approach we take in
this book.

What is data science?

The statistician William S. Cleveland defined data science as an interdisciplinary field
larger than statistics itself. We define data science as managing the process that can
transform hypotheses and data into actionable predictions. Typical predictive analytic
goals include predicting who will win an election, what products will sell well together,
which loans will default, and which advertisements will be clicked on. The data scien-
tist is responsible for acquiring and managing the data, choosing the modeling tech-
nique, writing the code, and verifying the results.

 Because data science draws on so many disciplines, it’s often a “second calling.”
Many of the best data scientists we meet started as programmers, statisticians, business
intelligence analysts, or scientists. By adding a few more techniques to their reper-
toire, they became excellent data scientists. That observation drives this book: we
introduce the practical skills needed by the data scientist by concretely working
through all of the common project steps on real data. Some steps you’ll know better
than we do, some you’ll pick up quickly, and some you may need to research further.

 Much of the theoretical basis of data science comes from statistics. But data science
as we know it is strongly influenced by technology and software engineering methodolo-
gies, and has largely evolved in heavily computer science– and information technology–
driven groups. We can call out some of the engineering flavor of data science by listing
some famous examples:
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 Amazon’s product recommendation systems
 Google’s advertisement valuation systems
 LinkedIn’s contact recommendation system
 Twitter’s trending topics
 Walmart’s consumer demand projection systems

These systems share a lot of features:

 All of these systems are built off large datasets. That’s not to say they’re all in the
realm of big data. But none of them could’ve been successful if they’d only used
small datasets. To manage the data, these systems require concepts from com-
puter science: database theory, parallel programming theory, streaming data
techniques, and data warehousing.

 Most of these systems are online or live. Rather than producing a single report or
analysis, the data science team deploys a decision procedure or scoring proce-
dure to either directly make decisions or directly show results to a large number
of end users. The production deployment is the last chance to get things right,
as the data scientist can’t always be around to explain defects.

 All of these systems are allowed to make mistakes at some non-negotiable rate.
 None of these systems are concerned with cause. They’re successful when they find

useful correlations and are not held to correctly sorting cause from effect.

This book teaches the principles and tools needed to build systems like these. We
teach the common tasks, steps, and tools used to successfully deliver such projects.
Our emphasis is on the whole process—project management, working with others,
and presenting results to nonspecialists.

Roadmap

This book covers the following:

 Managing the data science process itself. The data scientist must have the ability
to measure and track their own project.

 Applying many of the most powerful statistical and machine learning tech-
niques used in data science projects. Think of this book as a series of explicitly
worked exercises in using the R programming language to perform actual data
science work.

 Preparing presentations for the various stakeholders: management, users,
deployment team, and so on. You must be able to explain your work in concrete
terms to mixed audiences with words in their common usage, not in whatever
technical definition is insisted on in a given field. You can’t get away with just throw-
ing data science project results over the fence.

We’ve arranged the book topics in an order that we feel increases understanding. The
material is organized as follows.
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 Part 1 describes the basic goals and techniques of the data science process, empha-
sizing collaboration and data. Chapter 1 discusses how to work as a data scientist.
Chapter 2 works through loading data into R and shows how to start working with R.

 Chapter 3 teaches what to first look for in data and the important steps in charac-
terizing and understanding data. Data must be prepared for analysis, and data issues
will need to be corrected. Chapter 4 demonstrates how to correct the issues identified
in chapter 3.

 Chapter 5 covers one more data preparation step: basic data wrangling. Data is not
always available to the data scientist in a form or “shape” best suited for analysis. R pro-
vides many tools for manipulating and reshaping data into the appropriate structure;
they are covered in this chapter.

 Part 2 moves from characterizing and preparing data to building effective predic-
tive models. Chapter 6 supplies a mapping of business needs to technical evaluation
and modeling techniques. It covers the standard metrics and procedures used to eval-
uate model performance, and one specialized technique, LIME, for explaining spe-
cific predictions made by a model.

 Chapter 7 covers basic linear models: linear regression, logistic regression, and
regularized linear models. Linear models are the workhorses of many analytical tasks,
and are especially helpful for identifying key variables and gaining insight into the
structure of a problem. A solid understanding of them is immensely valuable for a
data scientist.

 Chapter 8 temporarily moves away from the modeling task to cover more advanced
data treatment: how to prepare messy real-world data for the modeling step. Because
understanding how these data treatment methods work requires some understanding
of linear models and of model evaluation metrics, it seemed best to defer this topic
until part 2.

 Chapter 9 covers unsupervised methods: modeling methods that do not use
labeled training data. Chapter 10 covers more advanced modeling methods that
increase prediction performance and fix specific modeling issues. The topics covered
include tree-based ensembles, generalized additive models, and support vector
machines.

 Part 3 moves away from modeling and back to process. We show how to deliver
results. Chapter 11 demonstrates how to manage, document, and deploy your mod-
els. You’ll learn how to create effective presentations for different audiences in
chapter 12.

 The appendixes include additional technical details about R, statistics, and more
tools that are available. Appendix A shows how to install R, get started working, and
work with other tools (such as SQL). Appendix B is a refresher on a few key statisti-
cal ideas.

 The material is organized in terms of goals and tasks, bringing in tools as they’re
needed. The topics in each chapter are discussed in the context of a representative
project with an associated dataset. You’ll work through a number of substantial projects
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over the course of this book. All the datasets referred to in this book are at the book’s
GitHub repository, https://github.com/WinVector/PDSwR2. You can download the
entire repository as a single zip file (one of GitHub’s services), clone the repository to
your machine, or copy individual files as needed.

Audience

To work the examples in this book, you’ll need some familiarity with R and statistics.
We recommend you have some good introductory texts already on hand. You don’t
need to be expert in R before starting the book, but you will need to be familiar with it.

 To start with R, we recommend Beyond Spreadsheets with R by Jonathan Carroll
(Manning, 20108) or R in Action by Robert Kabacoff (now available in a second edi-
tion: http://www.manning.com/kabacoff2/), along with the text’s associated website,
Quick-R (http://www.statmethods.net). For statistics, we recommend Statistics, Fourth
Edition, by David Freedman, Robert Pisani, and Roger Purves (W. W. Norton & Com-
pany, 2007).

 In general, here’s what we expect from our ideal reader:

 An interest in working examples. By working through the examples, you’ll learn at
least one way to perform all steps of a project. You must be willing to attempt
simple scripting and programming to get the full value of this book. For each
example we work, you should try variations and expect both some failures
(where your variations don’t work) and some successes (where your variations
outperform our example analyses).

 Some familiarity with the R statistical system and the will to write short scripts and pro-
grams in R. In addition to Kabacoff, we list a few good books in appendix C.
We’ll work specific problems in R; you’ll need to run the examples and read
additional documentation to understand variations of the commands we didn’t
demonstrate.

 Some comfort with basic statistical concepts such as probabilities, means, standard devia-
tions, and significance. We’ll introduce these concepts as needed, but you may
need to read additional references as we work through examples. We’ll define
some terms and refer to some topic references and blogs where appropriate.
But we expect you will have to perform some of your own internet searches on
certain topics.

 A computer (macOS, Linux, or Windows) to install R and other tools on, as well as inter-
net access to download tools and datasets. We strongly suggest working through the
examples, examining R help() on various methods, and following up with
some of the additional references.
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What is not in this book?

 This book is not an R manual. We use R to concretely demonstrate the important
steps of data science projects. We teach enough R for you to work through the
examples, but a reader unfamiliar with R will want to refer to appendix A as well
as to the many excellent R books and tutorials already available.

 This book is not a set of case studies. We emphasize methodology and technique.
Example data and code is given only to make sure we’re giving concrete, usable
advice.

 This book is not a big data book. We feel most significant data science occurs at a
database or file manageable scale (often larger than memory, but still small
enough to be easy to manage). Valuable data that maps measured conditions to
dependent outcomes tends to be expensive to produce, and that tends to
bound its size. For some report generation, data mining, and natural language
processing, you’ll have to move into the area of big data.

 This is not a theoretical book. We don’t emphasize the absolute rigorous theory of
any one technique. The goal of data science is to be flexible, have a number of
good techniques available, and be willing to research a technique more deeply if
it appears to apply to the problem at hand. We prefer R code notation over beau-
tifully typeset equations even in our text, as the R code can be directly used.

 This is not a machine learning tinkerer’s book. We emphasize methods that are
already implemented in R. For each method, we work through the theory of
operation and show where the method excels. We usually don’t discuss how to
implement them (even when implementation is easy), as excellent R implemen-
tations are already available.

Code conventions and downloads

This book is example driven. We supply prepared example data at the GitHub reposi-
tory (https://github.com/WinVector/PDSwR2), with R code and links back to original
sources. You can explore this repository online or clone it onto your own machine. We
also supply the code to produce all results and almost all graphs found in the book as a
zip file (https://github.com/WinVector/PDSwR2/raw/master/CodeExamples.zip),
since copying code from the zip file can be easier than copying and pasting from the
book. Instructions on how to download, install, and get started with all the suggested
tools and example data can be found in appendix A, in section A.1.

 We encourage you to try the example R code as you read the text; even when we’re
discussing fairly abstract aspects of data science, we’ll illustrate examples with concrete
data and code. Every chapter includes links to the specific dataset(s) that it references.

 In this book, code is set with a fixed-width font like this to distinguish it from
regular text. Concrete variables and values are formatted similarly, whereas abstract
math will be in italic font like this. R code is written without any command-line prompts
such as > (which is often seen when displaying R code, but not to be typed in as new R
code). Inline results are prefixed by R’s comment character #. In many cases, the
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original source code has been reformatted; we’ve added line breaks and reworked
indentation to accommodate the available page space in the book. In rare cases, even
this was not enough, and listings include line-continuation markers (➥). Additionally,
comments in the source code have often been removed from the listings when the
code is described in the text. Code annotations accompany many of the listings, high-
lighting important concepts.

Working with this book

Practical Data Science with R is best read while working at least some of the examples. To
do this we suggest you install R, RStudio, and the packages commonly used in the
book. We share instructions on how to do this in section A.1 of appendix A. We also
suggest you download all the examples, which include code and data, from our
GitHub repository at https://github.com/WinVector/PDSwR2.

DOWNLOADING THE BOOK’S SUPPORTING MATERIALS/REPOSITORY

The contents of the repository can be downloaded as a zip file by using the “download
as zip” GitHub feature, as shown in the following figure, from the GitHub URL
https://github.com/WinVector/PDSwR2.

Clicking on the “Download ZIP” link should download the compressed contents of
the package (or you can try a direct link to the ZIP material: https://github.com/
WinVector/PDSwR2/archive/master.zip). Or, if you are familiar with working with
the Git source control system from the command line, you can do this with the follow-
ing command from a Bash shell (not from R):

git clone https://github.com/WinVector/PDSwR2.git

GitHub download example
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In all examples, we assume you have either cloned the repository or downloaded and
unzipped the contents. This will produce a directory named PDSwR2. Paths we discuss
will start with this directory. For example, if we mention working with PDSwR2/UCI-
Car, we mean to work with the contents of the UCICar subdirectory of wherever you
unpacked PDSwR2. You can change R’s working directory through the setwd() com-
mand (please type help(setwd) in the R console for some details). Or, if you are
using RStudio, the file-browsing pane can also set the working directory from an
option on the pane’s gear/more menu. All of the code examples from this book are
included in the directory PDSwR2/CodeExamples, so you should not need to type
them in (though to run them you will have to be working in the appropriate data
directory—not in the directory you find the code in).

 The examples in this book are supplied in lieu of explicit exercises. We suggest
working through the examples and trying variations. For example, in section 2.3.1,
where we show how to relate expected income to schooling and gender, it makes
sense to try relating income to employment status or even age. Data science requires
curiosity about programming, functions, data, variables, and relations, and the earlier
you find surprises in your data, the easier they are to work through.

Book forum

Purchase of Practical Data Science with R includes free access to a private web forum run
by Manning Publications where you can make comments about the book, ask techni-
cal questions, and receive help from the author and from other users. To access
the forum, go to https://forums.manning.com/forums/practical-data-science-with-r-
second-edition. You can also learn more about Manning's forums and the rules of con-
duct at https://forums.manning.com/forums/about.

 Manning’s commitment to our readers is to provide a venue where a meaningful
dialogue between individual readers and between readers and the authors can take
place. It is not a commitment to any specific amount of participation on the part of
the authors, whose contribution to the forum remains voluntary (and unpaid). We
suggest you try asking them some challenging questions lest their interest stray! The
forum and the archives of previous discussions will be accessible from the publisher’s
website as long as the book is in print.
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changed, and the diversity by region and country, so rich at that time, has faded away.
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 At a time when it is hard to tell one computer book from another, Manning cele-
brates the inventiveness and initiative of the computer business with book covers
based on the rich diversity of national costumes three centuries ago, brought back to
life by Jefferys’ pictures.

Licensed to Ajit de Silva <agdesilva@gmail.com>



Licensed to Ajit de Silva <agdesilva@gmail.com>



Part 1

Introduction
to data science

In part 1, we concentrate on the most essential tasks in data science: working
with your partners, defining your problem, and examining your data.

 Chapter 1 covers the lifecycle of a typical data science project. We look at the
different roles and responsibilities of project team members, the different stages
of a typical project, and how to define goals and set project expectations. This
chapter serves as an overview of the material that we cover in the rest of the
book, and is organized in the same order as the topics that we present.

 Chapter 2 dives into the details of loading data into R from various external
formats and transforming the data into a format suitable for analysis. It also dis-
cusses the most important R data structure for a data scientist: the data frame.
More details about the R programming language are covered in appendix A.

 Chapters 3 and 4 cover the data exploration and treatment that you should
do before proceeding to the modeling stage. In chapter 3, we discuss some of
the typical problems and issues that you’ll encounter with your data and how to
use summary statistics and visualization to detect those issues. In chapter 4, we
discuss data treatments that will help you deal with the problems and issues in
your data. We also recommend some habits and procedures that will help you
better manage the data throughout the different stages of the project.

 Chapter 5 covers how to wrangle or manipulate data into a ready-for-analysis
shape.

 On completing part 1, you’ll understand how to define a data science proj-
ect, and you’ll know how to load data into R and prepare it for modeling and
analysis.

Licensed to Ajit de Silva <agdesilva@gmail.com>



 

Licensed to Ajit de Silva <agdesilva@gmail.com>



3

The data science process

Data science is a cross-disciplinary practice that draws on methods from data
engineering, descriptive statistics, data mining, machine learning, and predictive
analytics. Much like operations research, data science focuses on implementing
data-driven decisions and managing their consequences. For this book, we will con-
centrate on data science as applied to business and scientific problems, using these
techniques.

 The data scientist is responsible for guiding a data science project from start to
finish. Success in a data science project comes not from access to any one exotic
tool, but from having quantifiable goals, good methodology, cross-discipline inter-
actions, and a repeatable workflow.

 This chapter walks you through what a typical data science project looks like:
the kinds of problems you encounter, the types of goals you should have, the tasks
that you’re likely to handle, and what sort of results are expected.

This chapter covers
 Defining data science

 Defining data science project roles

 Understanding the stages of a data science project

 Setting expectations for a new data science project
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4 CHAPTER 1 The data science process

 We’ll use a concrete, real-world example to motivate the discussion in this chapter.1

 Example Suppose you’re working for a German bank. The bank feels that it’s losing
too much money to bad loans and wants to reduce its losses. To do so, they want a tool
to help loan officers more accurately detect risky loans.

This is where your data science team comes in.

1.1 The roles in a data science project
Data science is not performed in a vacuum. It’s a collaborative effort that draws on a
number of roles, skills, and tools. Before we talk about the process itself, let’s look at
the roles that must be filled in a successful project. Project management has been a
central concern of software engineering for a long time, so we can look there for guid-
ance. In defining the roles here, we’ve borrowed some ideas from Fredrick Brooks’
“surgical team” perspective on software development, as described in The Mythical
Man-Month: Essays on Software Engineering (Addison-Wesley, 1995). We also borrowed
ideas from the agile software development paradigm.

1.1.1 Project roles

Let’s look at a few recurring roles in a data science project in table 1.1.

Sometimes these roles may overlap. Some roles—in particular, client, data architect,
and operations—are often filled by people who aren’t on the data science project
team, but are key collaborators.

PROJECT SPONSOR

The most important role in a data science project is the project sponsor. The sponsor is the per-
son who wants the data science result; generally, they represent the business interests.

1 For this chapter, we'll use a credit dataset donated by Dr. Hans Hofmann, professor of integrative biology, to
the UCI Machine Learning Repository in 1994. We've simplified some of the column names for clarity. The
original dataset can be found at http://archive.ics.uci.edu/ml/datasets/Statlog+(German+Credit+Data).
We'll show how to load this data and prepare it for analysis in chapter 2. Note that the German currency at
the time of data collection was the deutsche mark (DM).

Table 1.1 Data science project roles and responsibilities

Role Responsibilities

Project sponsor Represents the business interests; champions the project

Client Represents end users’ interests; domain expert

Data scientist Sets and executes analytic strategy; communicates with spon-
sor and client

Data architect Manages data and data storage; sometimes manages data 
collection

Operations Manages infrastructure; deploys final project results
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5The roles in a data science project

In the loan application example, the sponsor might be the bank’s head of Consumer
Lending. The sponsor is responsible for deciding whether the project is a success or
failure. The data scientist may fill the sponsor role for their own project if they feel
they know and can represent the business needs, but that’s not the optimal arrange-
ment. The ideal sponsor meets the following condition: if they’re satisfied with the
project outcome, then the project is by definition a success. Getting sponsor sign-off
becomes the central organizing goal of a data science project.

KEEP THE SPONSOR INFORMED AND INVOLVED It’s critical to keep the sponsor
informed and involved. Show them plans, progress, and intermediate suc-
cesses or failures in terms they can understand. A good way to guarantee proj-
ect failure is to keep the sponsor in the dark.

To ensure sponsor sign-off, you must get clear goals from them through directed
interviews. You attempt to capture the sponsor’s expressed goals as quantitative state-
ments. An example goal might be “Identify 90% of accounts that will go into default at
least two months before the first missed payment with a false positive rate of no more
than 25%.” This is a precise goal that allows you to check in parallel if meeting the
goal is actually going to make business sense and whether you have data and tools of
sufficient quality to achieve the goal.

CLIENT

While the sponsor is the role that represents the business interests, the client is the
role that represents the model’s end users’ interests. Sometimes, the sponsor and cli-
ent roles may be filled by the same person. Again, the data scientist may fill the client
role if they can weight business trade-offs, but this isn’t ideal.

 The client is more hands-on than the sponsor; they’re the interface between the
technical details of building a good model and the day-to-day work process into which
the model will be deployed. They aren’t necessarily mathematically or statistically
sophisticated, but are familiar with the relevant business processes and serve as the
domain expert on the team. In the loan application example, the client may be a loan
officer or someone who represents the interests of loan officers.

 As with the sponsor, you should keep the client informed and involved. Ideally,
you’d like to have regular meetings with them to keep your efforts aligned with the
needs of the end users. Generally, the client belongs to a different group in the orga-
nization and has other responsibilities beyond your project. Keep meetings focused,
present results and progress in terms they can understand, and take their critiques to
heart. If the end users can’t or won’t use your model, then the project isn’t a success,
in the long run.

DATA SCIENTIST

The next role in a data science project is the data scientist, who’s responsible for tak-
ing all necessary steps to make the project succeed, including setting the project strat-
egy and keeping the client informed. They design the project steps, pick the data
sources, and pick the tools to be used. Since they pick the techniques that will be
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6 CHAPTER 1 The data science process

tried, they have to be well informed about statistics and machine learning. They’re
also responsible for project planning and tracking, though they may do this with a
project management partner.

 At a more technical level, the data scientist also looks at the data, performs statisti-
cal tests and procedures, applies machine learning models, and evaluates results—the
science portion of data science.

DATA ARCHITECT

The data architect is responsible for all the data and its storage. Often this role is filled
by someone outside of the data science group, such as a database administrator or
architect. Data architects often manage data warehouses for many different projects,
and they may only be available for quick consultation.

OPERATIONS

The operations role is critical both in acquiring data and delivering the final results.
The person filling this role usually has operational responsibilities outside of the data
science group. For example, if you’re deploying a data science result that affects how
products are sorted on an online shopping site, then the person responsible for run-
ning the site will have a lot to say about how such a thing can be deployed. This person
will likely have constraints on response time, programming language, or data size that
you need to respect in deployment. The person in the operations role may already be
supporting your sponsor or your client, so they’re often easy to find (though their
time may be already very much in demand).

1.2 Stages of a data science project
The ideal data science environment is one that encourages feedback and iteration
between the data scientist and all other stakeholders. This is reflected in the lifecycle
of a data science project. Even though this book, like other discussions of the data sci-
ence process, breaks up the cycle into distinct stages, in reality the boundaries
between the stages are fluid, and the activities of one stage will often overlap those of
other stages.2 Often, you’ll loop back and forth between two or more stages before
moving forward in the overall process. This is shown in figure 1.1.

2 One common model of the machine learning process is the cross-industry standard process for data mining
(CRISP-DM) (https://en.wikipedia.org/wiki/Cross-industry_standard_process_for_data_mining). The model
we’ll discuss here is similar, but emphasizes that back-and-forth is possible at any stage of the process.

Domain empathy
It is often too much to ask for the data scientist to become a domain expert. How-
ever, in all cases the data scientist must develop strong domain empathy to help
define and solve the right problems.
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7Stages of a data science project

Even after you complete a project and deploy a model, new issues and questions can
arise from seeing that model in action. The end of one project may lead into a follow-
up project.

 Let’s look at the different stages shown in figure 1.1.

1.2.1 Defining the goal

The first task in a data science project is to
define a measurable and quantifiable goal. At
this stage, learn all that you can about the
context of your project:

 Why do the sponsors want the project
in the first place? What do they lack,
and what do they need?

 What are they doing to solve the prob-
lem now, and why isn’t that good
enough?

 What resources will you need: what
kind of data and how much staff? Will

What problem
am I solving?

What information
do I need?

Find patterns in
the data that lead

to solutions.

Does the model
solve my problem?

Deploy the model
to solve the problem

in the real world.

Collect &
manage

data

Build the
model

Evaluate
& critique

model

Present
results &
document

Deploy
model

Establish that I can
solve the problem,

and how.

Define the
goal

Figure 1.1 The lifecycle of a data 
science project: loops within loops
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8 CHAPTER 1 The data science process

you have domain experts to collaborate with, and what are the computational
resources?

 How do the project sponsors plan to deploy your results? What are the con-
straints that have to be met for successful deployment?

Let’s come back to our loan application example. The ultimate business goal is to
reduce the bank’s losses due to bad loans. Your project sponsor envisions a tool to
help loan officers more accurately score loan applicants, and so reduce the number of
bad loans made. At the same time, it’s important that the loan officers feel that they
have final discretion on loan approvals.

 Once you and the project sponsor and other stakeholders have established prelim-
inary answers to these questions, you and they can start defining the precise goal of
the project. The goal should be specific and measurable; not “We want to get better at
finding bad loans,” but instead “We want to reduce our rate of loan charge-offs by at
least 10%, using a model that predicts which loan applicants are likely to default.”

 A concrete goal leads to concrete stopping conditions and concrete acceptance
criteria. The less specific the goal, the likelier that the project will go unbounded,
because no result will be “good enough.” If you don’t know what you want to achieve,
you don’t know when to stop trying—or even what to try. When the project eventually
terminates—because either time or resources run out—no one will be happy with the
outcome.

 Of course, at times there is a need for looser, more exploratory projects: “Is there
something in the data that correlates to higher defaults?” or “Should we think about
reducing the kinds of loans we give out? Which types might we eliminate?” In this situ-
ation, you can still scope the project with concrete stopping conditions, such as a time
limit. For example, you might decide to spend two weeks, and no more, exploring the
data, with the goal of coming up with candidate hypotheses. These hypotheses can
then be turned into concrete questions or goals for a full-scale modeling project.

 Once you have a good idea of the project goals, you can focus on collecting data to
meet those goals.

1.2.2 Data collection and management

This step encompasses identifying the data
you need, exploring it, and conditioning it to
be suitable for analysis. This stage is often the
most time-consuming step in the process. It’s
also one of the most important:

 What data is available to me?
 Will it help me solve the problem?
 Is it enough?
 Is the data quality good enough?

Collect &
manage

data

Build the
model

Evaluate
& critique

model

Present
results &
document

Deploy
model

Define the
goal
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9Stages of a data science project

Imagine that, for your loan application problem, you’ve collected a sample of repre-
sentative loans from the last decade. Some of the loans have defaulted; most of them
(about 70%) have not. You’ve collected a variety of attributes about each loan applica-
tion, as listed in table 1.2.

In your data, Loan_status  takes on two possible values: GoodLoan and BadLoan. For
the purposes of this discussion, assume that a GoodLoan was paid off, and a BadLoan
defaulted.

TRY TO DIRECTLY MEASURE THE INFORMATION YOU NEED As much as possible, try
to use information that can be directly measured, rather than information that
is inferred from another measurement. For example, you might be tempted to
use income as a variable, reasoning that a lower income implies more difficulty
paying off a loan. The ability to pay off a loan is more directly measured by
considering the size of the loan payments relative to the borrower’s disposable
income. This information is more useful than income alone; you have it in
your data as the variable Installment_rate_in_percentage_of_disposable_
income.

This is the stage where you initially explore and visualize your data. You’ll also clean
the data: repair data errors and transform variables, as needed. In the process of
exploring and cleaning the data, you may discover that it isn’t suitable for your prob-
lem, or that you need other types of information as well. You may discover things in
the data that raise issues more important than the one you originally planned to
address. For example, the data in figure 1.2 seems counterintuitive.

Table 1.2 Loan data attributes

Status_of_existing_checking_account (at time of application)
Duration_in_month (loan length)
Credit_history
Purpose (car loan, student loan, and so on)
Credit_amount (loan amount)
Savings_Account_or_bonds (balance/amount)
Present_employment_since
Installment_rate_in_percentage_of_disposable_income
Personal_status_and_sex
Cosigners
Present_residence_since
Collateral (car, property, and so on)
Age_in_years
Other_installment_plans (other loans/lines of credit—the type)
Housing (own, rent, and so on)
Number_of_existing_credits_at_this_bank
Job (employment type)
Number_of_dependents
Telephone (do they have one)
Loan_status (dependent variable)
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